Lock3DFace: A Large-Scale Database of Low-Cost Kinect 3D Faces

Jinjin Zhang

Di Huang *

Yunhong Wang Jia Sun

IRIP Lab, School of Computer Science and Engineering,
Beihang University, Beijing, 100191, China

{zhang,jhon, dhuang, yhwang, sunjia}@buaa .edu.cn

Abstract

In this paper, we present a large-scale database consist-
ing of low cost Kinect 3D face videos, namely Lock3DFace,
for 3D face analysis, particularly for 3D Face Recognition
(FR). To the best of our knowledge, Lock3DFace is current-
ly the largest low cost 3D face database for public academic
use. The 3D samples are highly noisy and contain a diver-
sity of variations in expression, pose, occlusion, time lapse,
and their corresponding texture and near infrared channels
have changes in lighting condition and radiation intensity,
allowing for evaluating FR methods in complex situations.
Furthermore, based on Lock3DFace, we design the stan-
dard experimental protocol for low-cost 3D FR, and give
the baseline performance of individual subsets belonging to
different scenarios for fair comparison in the future.

1. Introduction

Face Recognition (FR) is one of the most active topics in
the domain of pattern recognition and computer vision for a
number of scientific challenges and a wide range of indus-
trial applications. Compared to other biometric traits, such
as fingerprint and iris, face is less intrusive and more natural
for identifying a person. In the past several decades, 2D im-
age based FR has achieved tremendous progress [31, 32];
however, it is still not reliable enough because of the un-
stable performance in complicated environment especially
when illumination and pose variations occur. With the rapid
development of 3D imaging systems, 2.5D or 3D scans have
emerged as a major alternative to deal with the issues that
are unsolved in 2D FR, since they deliver geometric cues
of faces. In the last ten years, 3D FR has been extensively
discussed, with its accuracies of public benchmarks being
greatly boosted. Many studies reveal that 3D FR not only
reaches competitive results itself [13, 20, 21, 22, 35], but
also shows good complementarity to that in the 2D modali-
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ty [14, 23]. See surveys [7, 16, 30] for more details.

The models used in the state of the art 3D FR systems are
of high-quality as the ones in FRGC [28], Bosphorus [29],
BU-3DEFE [37], etc., recorded by sophisticated equipments.
In the early years, the devices to capture such data, e.g. Mi-
nolta VIVID 910, may take a few seconds for a single ses-
sion, and during this period, faces are required to keep still,
which makes it unsuitable for on-line FR scenarios, espe-
cially when users are not so cooperative. Along with the
continuous development in both hardware and software, the
following versions, e.g. 3dMD and Artec3D, are able to
provide dynamic flows of 3D face scans of a high resolu-
tion at the rate of tens of frames per second. But they are at
rather high prices, generally hundreds or even thousands of
times more expensive than 2D cameras. Moreover, they are
usually big in size and not convenient to operate and it thus
leaves a hard problem to implement systems based on them
in practical conditions.

The recent advent of low-cost and real-time 3D scanning
devices, such as Microsoft Kinect and Asus Xtion Pro Live,
makes it possible to collect and exploit 3D data in our daily
life, where the sampling precision is decreased to balance
the price. Due to the popularization of Kinect sensors, low
cost 3D data (or with the texture counterpart, i.e. RGBD
data) have received increasing attention in the academia in
various aspects, including action recognition, object detec-
tion, scene classification, efc. In contrast to the aforemen-
tioned tasks, FR using low cost 3D data is more challeng-
ing, because the compromise between cost and accuracy in
Kinect makes the data much more noisy, leading to serious
loss of discriminative details. Some preliminary attempts
on such an issue have been made, and the best result is up
to 100% [24], indicating its feasibility to some extent. Nev-
ertheless, the score is not sufficiently convincing, because
the subjects in the evaluation dataset are not many enough
and only with limited variations.

In this paper, we present a large-scale dataset of low cost
Kinect faces, namely Lock3DFace, aiming to thoroughly
investigate low cost 3D FR and comprehensively compare



Table 1. Overview of major 3D face databases captured using different scanners.

Name Sub. Var. Size Device Device Price  Accuracy(mm)
CASIA (2004) [1] 123 E,P 4624 Vivid 910 >$45k ~0.05
FRGC (2005) [28] 466 E, Ti 4007 Vivid 910 >$45k ~0.05
BU-3DFE (2006) [37] 100 E 2500 3dMD >$50k <0.2
Bosphorus (2008) [29] 105 E,P,O 4666  Inspeck 3D Mega II >$11k ~0.7
BU-4DFE (2008) [36] 101 E 60600" 3dMD >$50k <0.2
3D-TEC (2011) [34] 214 E 428 Vivid 910 >$45k ~0.05
UMB-DB (2011) [8] 143 E,O 1473 Vivid 900 >$45k <0.2
Florence Superface DB (2012) [2] 50 P 50v Kinect

KinectFaceDB (EURECOM) (2013) [17] 52 E,LLP,O,Ti 936 Kinect

3D Mask Attack DB (2013) [10] 17 Ti 255Y Kinect $249 2-4
CurtinFaces (2013) [19] 52 E,ILP,O 4784 Kinect

FaceWarehouse (2014) [5] 150 E 3000 Kinect

Lock3DFace (2015) 509 E,ILLPO,Ti 5711Y Kinect V2 $199 ~2

* E: Expression, I: Illumination, P: Pose, O: Occlusion, Ti: Time, “: Video clips are recorded while the others capture only single frames.

the approaches. To the best of our knowledge, Lock3DFace
is the largest database of low-cost 3D face models publicly
available, which consists of 5711 video samples with a di-
versity of variations in expression, pose, occlusion, and time
lapse, belonging to 509 individuals. In each raw face record,
the clues in the texture and near infrared modalities are also
provided, supporting the scenarios of 2D FR, near infrared
FR, multi-modal FR, and heterogeneous FR.

Besides the Lock3DFace database, there are two addi-
tional contributions in this paper:

1) We manually label some fiducial landmarks, i.e., the
nose tip, the corners of eyes, and the inner corners of mouth,
if there are visible, on the first frame of each video clip of
3D faces, and present a preprocessing pipeline to deal with
the noisy models;

2) We design a standard experimental protocol for low
cost 3D FR, and propose a method making use of Iterative
Closet Points (ICP) to match better quality face models re-
constructed from low cost video clips, based on which base-
line results are given.

The remainder of the paper is organized as follows. We
briefly review the existing low cost 3D face databases and
highlight the properties of Lock3DFace in Sec.2. In Sec.3,
we introduce the Lock3DFace database in detail, including
acquisition, challenges, protocols, and preprocessing. Sec.4
presents the method of reconstructed model based 3D FR.
Baseline experimental results are displayed and analyzed in
Sec.5. Finally Sec.6 concludes the paper with perspectives.

2. Related Work

Table 1 summarizes the major 3D face databases, includ-
ing the information of name, complete year, subject number,
sample number, challenge, and device with its price and ac-
curacy. As shown in the table, most existing databases are
collected by expensive 3D scanners, e.g. FRGC is captured

by the Minolta Vivid 910 Scanner and BU-3DFE is acquired
by the 3dMD imaging system. In recent years, a number of
3D face databases of low cost data have become available.
This section gives an up-to-date review of these databases
as well as corresponding FR methods on them.

The Florence Superface Dataset [2] comprises a pair of
low-resolution and high-resolution 3D face scans of an in-
dividual, captured by Kinect and 3dMD respectively, aim-
ing to investigate FR across resolutions, where only 20 sub-
jects are used. Later, they release the version 2.0 of the
database [3] that includes 50 subjects. In that work, a super-
resolution based reconstruction approach is proposed to
build a face model of higher resolution using a sequence of
low-resolution 3D face video whose length is 10 to 15 sec-
onds, and the reconstructed model is further matched with
the ones given by 3dMD. The results support the idea that
constructing super-resolved models from consumer depth
cameras can be used in real application contexts, but it is
not well demonstrated whether it works in 3D FR due to
data limitation.

KinectFaceDB [25] consists of 936 multi-modal facial
images of 52 people sensed through Kinect at two differen-
t periods (with the interval of about half month). In each
session, the dataset provides each person with 9 samples of
various expressions as well as lighting and occlusion con-
ditions. Evaluations are conducted using some famous FR
methods, including Principal Component Analysis (PCA),
Local Binary Patterns (LBP), Scale Invariant Feature Trans-
form (SIFT), Local Gabor Binary Patterns (LGBP), ICP,
and Thin Plate Spline (TPS), and the gain in performance
is demonstrated when integrating the depth data with the
RGB data via score level fusion. Moreover, quantitative
comparison of the proposed KinectFaceDB and FRGC is
provided, which reveals the imperative needs of such data
for FR. Unfortunately, similar to the one above, the size of



KinectFaceDB does not well support further investigation
on this issue.

The 3D Mask Attack Database (3DMAD) [10] is built to
evaluate face based real-access and spoofing attacks, which
contains 255 video clips of 17 persons recorded by Kinect.
The data are collected in 3 different sessions for all subject-
s, and in each session, 5 videos of 300 frames are captured
under controlled conditions, with frontal-view of the neu-
tral expression. The authors analyze LBP based approaches
both in the color and depth modalities, and the experimental
results suggest that for both data types, accurate classifica-
tion rate can be achieved using Linear Discriminant Anal-
ysis (LDA). However, this database is not suitable for FR,
since the subjects in it are really few.

The CurtinFaces database [19] includes 4784 facial im-
ages of 52 subjects, it is established to validate FR method-
s in the presence of variations in pose, illumination, facial
expressions, and sunglasses disguise. A multi-modal Sparse
Representation Classifier (SRC) is proposed for 2D+3D FR,
and the proposed system reports satisfactory accuracies un-
der the challenges above. The main drawback lies in that the
proposed method requires a large number of gallery faces
captured at different times for each individual, which is not
always available in the real condition. Furthermore, despite
the sharp increase in samples, the number of subjects is still
small, and all the samples are collected in one session, mak-
ing the results are not that reliable.

FaceWarehouse [5] is a database of 3D facial expression-
s for visual computing applications, and it is composed of
3000 facial images of 150 individuals aged from 7 to 80 of
various ethnic backgrounds with the neutral expression and
19 other actions, such as mouth-opening, smile, kiss, efc.
A template facial mesh is deformed to fit the depth data as
closely as possible while matching the feature points on the
color image to the corresponding ones on the mesh, and a
set of individual-specific facial expression blendshapes is
subsequently constructed for each person. Nevertheless,
this dataset only considers expression variations, which is
far from sufficient for FR in complex situations.

Different from the current 3D face databases acquired by
Kinect, Lock3DFace is collected using Kinect II of updated
hardware setup. Meanwhile, it has a significant incremen-
t in the amount of individuals, and considers all the ma-
jor challenges in FR. Furthermore, the time lapse between
the two sessions is up to 7 months. All these factors make
Lock3DFace greatly superior to the ones mentioned above
for low cost 3D (or RGBD) FR.

3. Lock3DFace Database

The Lock3DFace® database totally consists of 5711
RGBD face video clips belonging to 509 individuals with

*The database is available onrequestat http: //irip.buaa.edu.
cn/.
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Figure 1. Data distribution of Lock3DFace of (a) gender and (b)
age.

diverse changes in facial expression, pose, occlusion and
time lapse. It is mainly designed for low cost 3D FR, but
also for 2D FR, near infrared FR, multi-modal (RGBD) FR,
and heterogeneous FR. In the subsequent, we introduce it-
s details including acquisition, challenges, protocols, and
preprocessing.

3.1. Data Acquisition

Lock3DFace is acquired using Kinect V2, the second-
generation of the Kinect sensor. As with the original Kinect,
the sensor uses infrared to read its environment, but presents
greater accuracy over its predecessor. Kinect V2 updates the
2D camera to a higher resolution one that can be used for
color video recording. Moreover, it has an increased field of
view, thus reducing the amount of distance needed between
the user and the sensor for optimal configuration.

All the data are captured under a moderately controlled
indoor environment with natural light in the daytime. The
participants are asked to sit in front of the Kinect sensor
fixed on the holder and are not allowed to move rapidly
when the video is recording for 2-3 seconds. Three types
of modalities, i.e., color, depth, and infrared are collected in
individual channels at the same time. The color frames are
recorded with the size of 1920 x 1080, and the depth and
infrared frames are of the resolution of 512 x 424. There
are in total 509 volunteers who participate in the collection
process. Among them, 377 are male and 122 are female.
Since the majority of them are undergraduate, master, and
Ph.D. students in the universities, their ages distribute in
the range of 16 to 36 years old. See Fig.1 for more detail-
s. All the major challenges in FR are considered, involving
the changes in expression, pose, and occlusion. The dataset
contains two separate sessions with a long interval up to 7
months. All the 509 subjects join the first session, while
169 join the second session, thereby presenting time lapse
variations as well. Regarding an individual subject, in each
session, at least two video clips are made in the categories
of neutral-frontal, expression, pose, and occlusion. The de-
tails of these challenges are described in Section 3.2.
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Figure 2. Sample illustration of different challenges in the database. From left to right, happiness, anger, surprise, disgust, fear, neutral
face, left face occluded by hand, mouth occluded by hand, looking-up, looking-down, left face profile, and right face profile are displayed

in order, where the last two are captured in the second session and the others in the first one. Upper row: RGB images; middle row: depth

images; and bottom row: near infrared images which share the same coordinate with the depth maps.

3.2. Challenges

To comprehensively evaluate FR methods, especially to
simulate complex conditions in the real world, volunteers
are required to present different expressions, poses, and oc-
clusions in each session, forming five categories of frontal-
neutral, expression, pose, occlusion, and time. The five
parts are introduced in detail respectively in the following.
Neutral-frontal:

The volunteers are scanned in the frontal pose without
any expression and occlusion.

Expression:

Six types of universal expressions are considered, in-
cluding happiness, anger, sadness, surprise, fear, and dis-
gust. The participants are asked to randomly perform at
least two kinds of expressions in the frontal pose.

Pose:

The volunteers are required to move their heads in both
pitch and yaw directions to an angle up to 90 degrees, dis-
playing the samples with pose variations, where expression-
s are neutral. The severe ones often lead to self-occlusion
with large area missing.

Occlusion:

Only external occlusions are presented where the faces
are in the frontal view. People randomly cover up a part of
their faces, e.g. eye, chin, cheek, or forehead, by hands or
wearing glasses.

Time-lapse:

Around a third of all the individuals participate in the
second session after 7 months using almost the same con-
figuration as the first one. The previous challenges are also
considered, and the distance between the volunteers and the
senor is varied to simulate more difficult conditions.

Some examples of a subject are demonstrated in Fig.2,
from which we can see that a large diversity of variations are
included, and it is a distinct property of Lock3DFace. Table

2 shows its data organization in terms of different variation-
s. Actually, Lock3DFace also has the changes in lighting
conditions and radiation intensity in the RGB and infrared
channel respectively, because some models of the same sub-
ject are recorded at different sessions. But we mainly con-
centrate on low cost 3D FR, and thus do not highlight this
challenge.

Table 2. Data organization of the Lock3DFace database in terms
of different challenges.

Variations Session-1 Session-2
Sub. Sample | Sub. Sample
Neutral-frontal 1014 338
Expression 1287 338
Pose 509 1014 169 338
Occlusion 1004 338
Total 4319 1352

3.3. Scenarios and Protocols

Despite the Kinect sensor delivers multi-channel images
(i.e. RGBD), we mainly focus on the depth modality and
design the standard experimental protocol for the scenario
of low cost 3D FR. The ones of other scenarios, e.g. RGB
FR, near infrared FR, multi-modal FR, and heterogeneous
FR, can be figured out referring to this. To comprehensively
evaluate the performance in 3D FR based on Kinect data
with respect to various challenges, we group all the samples
into several subsets which are described in Table 3. The
uniform Gallery_Set includes the first neutral face of each
person in Session-1 (S-1). Probe_Set contains four subsets:
Probe_Set_1 for all the 1287 face samples with expression
changes in S-1; Probe_Set 2 for all the 1014 face samples
with pose variations in S-1, Probe_Set_3 for all the 1004
face samples with occlusions in S-1 and Probe_Set_4 for all
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Figure 3. Manually labeled fiducial landmarks, i.e. nose tip, inner
corners of eyes, corners of mouth, are given if they are visible on
(a) a frontal sample; (b) a sample with occlusion; and (c) a looking
down sample.

the 1352 faces in Session-2 (S-2).

Table 3. The standard protocol of Kinect based 3D FR for different
scenarios on the Lock3DFace database.

Data Variations
Gallery_Set Nf x5
Probe_Set_1 E x5
Probe_Set_2 P xS
Probe_Set_3 O xS

Probe_Set 4 {N,E,P,0} x Sy

* F: Expression, P: Pose, O: Occlusion, /N: Neutral-frontal,
N7 only the first neutral-frontal face video clips included,
S1:Sessionl, Sa: Session2.

3.4. Preprocessing

To improve the convenience of the researchers to work
with Lock3DFace, along with the database, we provide a
preprocessed version of the data. On the one hand, some
fiducial points are manually marked on the first frame of
each RGB and infrared facial video clip respectively, and
the corresponding ones on the depth map are then easi-
ly obtained due to the point-to-point correspondence with
the infrared map. These landmarks are a few distinct an-
thropometric points shared by all human beings, including
the nose tip, two inner corners of eyes, and two corners of
mouth, as shown in Fig.3. These points do not always ex-
ist for pose variations and external occlusions, and they are
labeled only if they are visible. They offer the simplicity
in face cropping, pose correction, feature extraction, efc. in
face analysis. Additionally, such points can be regarded as
ground-truth to evaluate the techniques of 3D facial land-
marking on low cost data.

On the other hand, the depth images captured by Kinect
are very noisy (as the first column in Fig.5 shows), and un-
like the RGB data, they cannot be directly used for feature
extraction. In this study, we present a pipeline to deal with
the low cost 3D data, including spike and outlier removing,
hole filling, and smoothing. Specifically, the phase-space

method in [26] is employed to exclude the spike. The values
of some pixels on the depth map are sensed as 0 when they
cannot be precisely measured, e.g., the ones around the mar-
gin of the object, even though the true depth values are not.
To solve this problem, thresholding is applied, and a non-
negative threshold is set in order to remove those unmea-
surable pixels, and the missing data can then be filled using
the cubic interpolation technique. To remove the noise, we
adopt the bilateral filter [33], a simple, non-iterative method
which has the property of edge-preserving, and during s-
moothing, it retains the shape information as much as pos-
sible that is supposed to contribute in FR.

4. Baseline Method

As we state in Sec.1, compared with the high-quality 3D
face models, the ones captured by the Kinect sensor are of
relatively low-resolution and highly noisy. This forms the
special challenge in low cost 3D FR. A number of approach-
es are proposed to produce super-resolution depth images
from a single input of low resolution, but they do not make
much sense in FR, since the points recovered lack for dis-
crimination. Although some studies [19] show that single
low cost 3D face frame based methods are able to achieve
good performance, they require a big gallery set and the
samples of each subject enrolled are expected to include d-
ifferent variations, which is not always fulfilled in the real
condition. Fortunately, Kinect records real-time 3D videos,
and a short video clip of several seconds (as the ones in
Lock3DFace) can be regarded as a sample in FR. More im-
portantly, a 3D face model of much better quality can be
reconstructed from several consecutive frames by 3D ac-
cumulation and refining techniques [12, 18]. The super-
resolution models can then be directly used to compute the
similarity of faces using current 3D FR methods.

Based on this consideration, we propose a baseline ap-
proach to 3D FR on the Lock3DFace database, which first
reconstructs a better model from the low cost 3D face video
and then applies ICP to match the face models for similari-
ty measurement. In [27], the KinectFusion system is intro-
duced, fusing all the depth data streamed from a Kinect sen-
sor into a single global implicit high-quality surface model
of the observed scene in real-time. In our case, we only tar-
get on the face region rather than the whole scene so that
the reconstructed model is optimal for FR.

The volumetric non-parametric surface representation
method [9] is used to combine the depth maps of cropped
faces. Firstly, the 6 Degrees-of-Freedom (6-DOF) pose of
the Kinect sensor is tracked based on the consecutive depth
faces by ICP, and in each frame, the depth face map can
be transformed into a unique global coordinate space. The
Signed Distance Function (SDF) is then exploited to inte-
grate the global 3D vertices on a given frame into the vox-
els which are pre-defined to represent a fixed 3D physical
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Figure 4. The face models reconstructed based on different res-
olution that increases from left to right and the numbers below

indicate the volumetric size. The larger the number, the lower the
resolution.

space. SDF describes the surface as zero and specifies a rel-
ative distance to the actual one. Different distance values
are stored in the voxels with the positive ones correspond-
ing to the free space and the negative ones to the occupied
space. In practice, the Truncated SDF (TSDF) is adopted
with the region only around the actual surface stored in the
voxels for the sake of efficiency. With respect to each vol-
ume slice on z-axis, the current weight Wy (z, y) and trun-
cated signed distance value Dy (z,y) at location (z,y) in
the kyj, frame are updated in parallel as depicted in the for-
mulations below:

_ Wi—1(z,y)Di—1(z,y)+wk(z,y)dr (2,y)
Dy(z,y) = == %Vki(lway)iwk(kw,y)y e (D

Wk(may) = mln(kal(xay) +wk(xay)7t) (2)

min(1, - sgn(m)
dp(x,y) =
k(@ y) {null otherwise

W) if sp(z,y) > —m

3)
where sy (z, y), m are the signed distance and the maximum
positive truncated distance respectively; ¢ is the threshold of
the max weight; dy(z, y) is the global frame projective TS-
DF and wg(z,y) is its weight set at 1. In addition, the vol-
ume size is also important, and it decides the resolution of
the reconstructed face models. In this study, we empirically
choose the volume size at 1 and the reconstructed precision
at 1024.

As illustrated in Fig.4, the reconstructed face model be-
comes better in the procedure of KinectFusion with higher
resolution. Fig.5 demonstrates some face models of an indi-
vidual reconstructed from the low cost 3D face video clips
of different number of frames.

When the 3D face models of high-quality are generated
from the low cost video clips, they are regarded as individu-
al samples in the traditional scenario of 3D FR. As in many
existing 3D face databases, i.e., FRGC, the baseline results
are usually given by the ICP algorithm. To better evaluate
the difference between Lock3DFace and the ones captured
by expensive 3D scanners, we follow this way, and apply

1 2 3 4 5 30 60
Figure 5. The 3D face models reconstructed as the number of
frames increases.

the standard ICP [4] to measure the similarity between d-
ifferent face models reconstructed by KinectFusion. Other
versions of ICP that claim to be more competent at 3D FR,
such as Region ICP [15], can alternatively be investigated.

5. Experimental Results

As introduced in Sec.4, a high-quality model is produced
from each low cost 3D face video clip using KinectFusion,
which is further used to calculate the ICP based registration
error for identification. We launch this approach under the
standard protocol (presented in Section 3.3) to deliver the
baseline results of 3D FR on the Lock3DFace database. The
first 60 frames of each 3D video clip are used in KinectFu-
sion to generate the high-resolution 3D face model. Recall
that for each individual, we take the first neutral-frontal face
model as the gallery sample, and the other models with d-
ifferent types of variations i.e. expression, pose, occlusion
and time lapse, form four probe sets.

Table 5 displays the baseline rank-one recognition rates
of individual subsets with different variations in 3D FR on
Lock3DFace. Specifically, the proposed method achieves
the accuracy of 74.12% on Probe_Set_1, which includes the
expressive face models with the frontal pose. This per-
formance is similar to the ones around 78% achieved by
ICP [6] [11] on the FRGC v2.0 dataset, where the expres-
sion change is the major challenge as well. With respect
to the face models with various head poses in Probe_Set_2,
the performance is largely degraded to 18.63%, and this
sharp decrease is mainly due to serious data missing in
many face samples caused by severe self-occlusion. Re-
garding Probe_Set_3 composed by the face models that are
occluded by external objects, the accuracy is 28.57%, and
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Figure 6. Cumulative Match Characteristic (CMC) curves of dif-
ferent scenarios on the Lock3DFace database.

this limited score is the result of the incompetency of holis-
tic ICP matching on partially impaired data. In the case of
Probe_Set_4 concerning the problem of time lapse, the pre-
cision on the face samples captured in Session-2, 7 months
after Session-1, is 13.17%. It should be noted in the sec-
ond session, face samples with other variations besides time
lapse are taken into consideration, and the distance between
the volunteers and the Kinect sensor varies as well. The 3D
face models generated by KinectFusion are thus of differ-
ent resolutions, leading to the even deteriorative result. The
Cumulative Match Characteristic (CMC) curves of those s-
cenarios are depicted in Fig.6.

Table 4. Baseline results of 3D FR of different scenarios on the
Lock3DFace database.

Variation Rank-1 RR Gallery Set Probe Set
Expression 74.12% Probe_Set_1 (1287)
Pose 18.63% Probe_Set_2 (1014)
Occlusion 28.57% Neutral-frontal (509) Probe_Set_3 (1004)
Time 13.17% Probe_Set 4 (1352)
Average 34.53% Probe _Set (4657)

In general, the average recognition rate on Lock3DFace
is 34.53%, which needs significant improvement in the fu-
ture. From another point of view, we can see that it is still
challenging in low cost 3D FR, and Lock3DFace currently
provides the best benchmark for this issue.

6. Conclusion and Future Work

We summarize the current low cost 3D face database
and deliver a new one of large-scale captured by Kinect,
namely Lock3DFace, which makes a significant improve-
ment both in quantity and challenge for FR. Furthermore,
we present the standard protocol in low cost 3D FR on this
database, and report the baseline results using the method,
which combines KinectFusion based model reconstruction
and ICP based matching.

Regarding the future work, we will further evaluate more
existing method on the Lock3DFace database and seek pos-
sible solutions to deal with the tough challenges especially
on the subsets of pose, occlusion, and time lapse. Moreover,
multi-modal 2D+3D FR approaches will also be investigat-
ed to further improve the performance on this dataset.
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